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1.0 INTRQDUCTION ,
work on this project since the appearance of the October Interim
Report [1] hes focused on three problems implicitly raised in that

report:

1Y To nrovide the basis for an HOS specification of the 0VS
svstem in terns of which “he further development of the

svst2~ might be expressed.

(2} To catermine the extent to which a square areal coordinate
sys-a~ can really be used as a basis for image '
understanding.

(3% hat formal frameworks for knowledge representation might

lend themselves to being useful in dealing with the various
sublcasses of image-derived information that are relevant to

tha VS systen?

In this recort we review this work in terms of both the results
achieved and the further problems arising from it.




2.0 THE HOSIFICATICN OF 0QVS

VS 1s a knowledge-representation system for information derived
Trom visual images, such as radars, and other sources, with the intent
ot identifying and classifying the real-world objects that serve as
the basis for those images. The system is made up of a set of
excerts, wvhich serve as the information sources, and which issue
raports, consisting of information being reported to the_data base
concerning observed, but as yet not necessarily identified objects.
Such information can be of any one of three distinct modes (called
"a0dules” in the earlier report, but "modes" is a less confusing term):

-~

‘1) The descriptive mode: informaticn is stored in the form of
a-tribute-value associations; can be summaraized by the
code-term "has-a", indicating that a given reported object

"nas a " specific attribute.

2} The category mode: information is stored in the form of
lists:; can be summarized by the code-term "is-a", indicating
tha* a given reported object "is a" member of a specific

category of possible objects.

The functional mode: information is a again stored in the

-
(o8]
~—

form of lists; can be summarized by the code-term
"used-for", indicating that a given reported object is "used

for" the carrying out of a given function.

The date base jtself consists of the sum-total of all reported
information, which thus constitutes the knowledge represented and

s=ored in the 0OVS systen.

The full OVS system would require more filling out-of the details
‘nvoived in §%, but this gives us its basic underlying components. We

)

3
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thus end up with five essential data types, in terms of which the
workings of the system must be expressed:

(1) experts: whatever it is that reports information to the
data base;

o~
~N
~—

modes: any one of three kinds of information that an expert
can report to the data base;

(3) information: whatever it is that an expert reports to the
data base;

(4) knowledge: the data base itself;

(5) reports: whatever form it is in which information gets
reported by the experts to the data base.

Constructing H0S specifications for the data tyrass in such a list
involves sorting out the interrelationships among the data types them-
selves and the essential properties and interactions of the members of
each data type. These properties are expressed in terms of primitive
operations that map into and out of the respective data types in
accordance with axioms that serve as constraints on their ultimate
implementational behavior. The actual method of constructing such a
specification involves a process of successive approximation, in which
primitive operations are determined to be needed to express the
desired properties and axioms are formulated to express them in terms
of these primitive operations. Ini<ial formulations generally reveal
simplifications that could be achieved by replacing a primitive opera-
tions on one data type with an equivalent one on soms other data types
or with an HOS operation or st?ucture that removes the purported pri-
mitive operation from the data type specification al:iogether, except
nperhans that reference might still be made to it in an axiom, even

- e ————————" - —— Vi - IS i oo A e W s Moot B T
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DATA TYPE: EXPERT;

PRIMOPS: ;
AXIOMS:
END EXPERT; -

Fiqure 1:

Data Type EXPERT
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though it is not included in the primitive operation list for that
data type. In the present report we give only the final results of
this process, in which the simplest and most concise formulation of
the data types involved has been achieved; we will mention, in
passing, however, alternate choices that might occur to a specifier
and that did play a role in earlier approximations, but whose remova)
or reformulation led to a simplification of the specification.

2.1 Date Type EXPERT

It might appear, at first glance, that KNOWLEDGE should be
the data type with which we begin our specification, since this is
what we are building with OVS through storing the information
contained in reports, but this turns out fo be a mistake, because
NCOWLEDGE can be characterized only in terms of its interaction with
information, which must therefore have been specified already. REPORT,
similarly, recuires reference to information and experts, while
INFORMATION izself has modes as an essential property. Upon reflec-
tion and analysis, we realize that, while other data types, except
“ODEZ, require ultimate reference to experts in their specification,
excarts themselves can be anything at all that can issue reports con-
taining information, and this latter characteristic is most naturally
included in the specifications of these other data types, rather than
in EXPERT itself. It follows that we can view an expert as anything
at all and thus provide it with an HOS specification with no primitive
operations or axions, as shown in Figure 1.

2.2 QData Type MODE

“odes are simply the different kinds of information that get
recorted by experts to the data base, and it does not matter at this
Teyer of specification, what other properties they may have. We have
no-=24, for example, %hat descriptive-mode information is most




naturally stered in the form of attribute-value associations, while
category-mode and functional-mode information is most naturally stored
in tha form of lists, but how information is stored is entirely a
matter of implementation, not an essential characteristic of the
reported information itself. It follows, therefore, that our HOS spe-
cification of data type MODE need only capture the fact that three and
only *hree modes of information exist in QVS, as expressed in the
specification in Figure 2. ™ODE has no primitive operations of its
own, because the only thing that we do with modes is associate them
with information in reports, and this latter characteristic is most
naturally expressed as part of the specification of one of these
lat*er two daza types, once MIDT itself has already been made
available. Since the only characteristic of modes that we have to
express is thet there are exactly three distinct ones, the only primi-
tive cperations we have *o use are boolean ones, including equality.
The first WHESZ statement in Figure 2, therefore, names the three
distinct modes, while the axioms guarantee that the three named modes
are distinct. The first axjon sayvs that, given any mode at all, that
mode is (equal to, one of the three named modes. This tells us that
there ara, in fact, (at mos%) three modes. The other three axioms
then cuarantes that no two nodes are the same.

2.3 Deate Type INFORMATION

The only significant contraints that we want to put on
information are that it constitutes the content of a report and it
comes in three modes. The former fact is most naturally (simply,
perspicuously, and so on) stated ¢s part of the specification of data
type PEPORT, once INFORMATINN is already available, and the latter can
be stated sim2ly by giving TNFORMATION a primitive operation that
assigns every ’piece of) information a mode, as shown in Figure 3. We
do not require any axions cn this primitive operation, because what
those z2xions would say is already included in the specification of




DATA TYPE: MODE;
PRIMOPS:
AXIOMS:

WHERE Isa, Has, Usedfor ARE CONSTANT MODES;

WHERE m is a MIDE;

Or(Equal(m,Isa),Equal(m,Hasa),Equal (m,Usedfor)) = True;

fqual(lsa,Hasa) = False;
Equal(Isa,Usedfor) = False;
Fqual(Hasa,Usedfor) = False;

END MODE,

Figure 2: Data Type MODE

DATA TYPE: INFORMATION;

PRIMOPS: mode = Mode(information);
AXIOMS:

END INFORMATION;

Figure 3: Data Tvpe INFORMATION




data type "2, The fact that there are exactly three kinds of infor-
mation an exdert can report is autonatically accounted for by simply
oroviding every information with a mode, because the axioms of

Figure 2 already tell us that there are exactly three of these.

2.4 D=tz Type WNOUWLEDSGE

gza type YNOWLEDGE is significantly more complex than the
three others we have discussed so far, because its simplest for-
nulation invoives *he use of a non-orimitive operation, as well as
nrimitive ocarations and axioms. XYOWLEDGE is the data base to which
exrarts ranors information. Zech such report updates the data base by
adding to it tne content of the repayrt, thereby changing the state of
the date basz. The members of date type KNOWLEDGE are thus the states
0of “he da*a hzse, which we can also refer to as states of knowledge.
We can acceunt for updating by areviding KNOWLEDGE with a primitive
operation *trz* inputs a (state of) xnowledge and the content of a
rencrt and <nz4 outputs another (state of) knowledge, but the specifi-
cetion is s'nolified by having this primitive operation input a
knowledge ard an information, as shown in Figure 4, leaving the con-
tents of regorts for data type REPDO2T. The axiom in this specifica-
+ion says that, if we update a state of knowledge by a piece of
information, *hen that piece of information is in the resulting state
of knowledge, clearly an essential oroperty of an update operation.

" The Isin operation, itself, however, remains to be characterized, and
this could be done by making it a primitive operation with further
axiems, but it is simpler to make i a non-primitive operation defined
in terms of Urcdate, as shown in Figure 5. What this operation speci-
fication tells us is that a piece of information is in the data base,
if adding it to the data base would not change the data base, i.e., if
adding it tz *ne present state of knowledge leaves the state
unchanged. % would be possible to write the equivalent of Figure 5
as an exinm, =ut this would mask i<s non-primitive character, primiti-




DATA TYPE: KNOWLEDGE;
PRIMOPS: knowledge, = Update(knowledge},information);
AXIOMS:
WHERE in IS AN INFORMATION;
WHERE kn IS A KNOWLEDGE;
Isin{in,Update(kn,in)) = True;

END KNOWLEDGE;

Figure 4: Data Type KNOWLEDGE

OPERATION: b = Isin{in,kn);
WHERE b IS A BOOLEAN;
VWHERE in IS AN INFORMATION;
WYERE kn, kn' ARE KNOWLEDGES;
b = £qual(kn',kn) COJOIN kn' = Update(kn,in);

END Isin;

Figure 5: Operation Isin

10




vity being defired as n~on-decomrosability in terms of an HOS control
an *ngether, Figures 4 and 5 characterize both Update and

Isin anZ, zheredy, date tyne i"IWLEDGE.

2.8 Data Tyoe REFRT

The s-ecificetion cf 4data type REPORT is the most complex of
all, cortaining a nunber of sroperties that might otherwise thought to
be necessarv in the specifications of some other data type. A report
censists, in =szence, £ an author and a content, the author being
-ars ar? the ccntent heing some bit of information, in one of
the thrza ~ofas, e ¢o:14 have *tried to include this fact in the spe-
cifications of axpert cr infcrration, bhut this becomes unnecessarv, i€
we sav it cnce and for 211 in the specification of renorts. In
effect, *he o-her data tyoe srecifications are "incomplete" relative
to the ‘411 VS system, because facts about their detz types remain
unstated, when *hose scacifications are taken by themselves, but <he
specification ¢ 2I902T £i%1s in the missing facts, so that the sceci-
fication of OVS as a whole is complete. The relation between experts,
information, and repor%s can be formulated, for example, in terms of a
primitive operation thas assigns every report an expert, its author,
and an informa<ion, i%s content, plus an axiom that says that equality
of repor*s a7ounts to eiuality of both authors and contents, as shown
in Figure 6. The third primitive operation in Figure €&, Before,
turns out not to be needed in any axiom on REPORT, but it is needed to
formulate a non-primitive operation, After, that does appear in such
an axjon. Before is a orimitive operation that assigns to a report
the state of the data t2se -- i.e., the state of knowledge -- that
existed before the report was made, and After is an operation that
assigns <o 2 ra2rore the state of knowledge that exists after the
report is rade. The relation batween Before and After is stated in
Figure 7, which says thzt the state of knowledge after a report is
phteines by taving the state of kncwledge before the report and

11




DATA TYPE: REPORT;
PRIMOPS: expert = Author(report);

information = Content(report);

knowledge = Before(report};
AXINMS:

WHERE r1, ro, r ARE REPORTS;

Equal{ry,r2) = And(Zqual(Author(ry), Author(rp),Equal(Content{ri),Content(rz)));
Isin{Content{r) After(r)) = True;

£ RIP0RT,

Figure 6: Da%a Type REPORT

TOTIATION:  kn = After(r);

UHERS kn,kn' ART /NOLLEDGES;

WHEPEZ in IS AN INFORMATION,

WHEPE r IS A REPORT;
f¥ter: «n = Update(kn',in) JOIN (kn',in) = f(r);
f: «kn' = Before(r) COINCLUDE in = Content(r);

END After;

Figure 7: Operation After

12




updating it by *he contents of the report. Given this charac-
terization of After, the second axiom in Figure 6 tells us that the
content of a report is in the state of knowledge that exists after the
report is rmade, thereby relating Content and After to Isin, and infor-
mation and reoorts to knowledge.

2.6 Further Specification Constraints Derivable for the Data

Types

Given these data type specifications, many other facts that
we would Tixe to be true of the specified data types can be proven as
theorars, and, *therefore, do not have to be included among the axioms of
one or another of the data types. This significantly simplifies the
specifications “hemselves and argues for maximal care in choosing and
formulating crimitive operations and their associated axioms. For
example, we would like to be able to be sure that the content of a
report does not change the state of the data base if the information
it contains s already in the data base to begin with, i.e., if the
report itself is redundant, and, in fact, we can get this result
straightforwardly from the axioms we already have:

THEQREM: Isin(Content(r),Before(r)) = Equal(After(r),Before(r))
Proof:
From the cdefinition of Isin (Figure 5),
Isin(in,kn) = Equal(Update(kn,in),kn).
Let in = Content(r)

kn

Before(r), so

13
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Isin(Content(r),Before(r)) = Equal(Update(Before(r),Content(r)),Before(r))).

From the definition of After (Figure 7),
Upcate(Before(r),Content(r)) = After(r), so
Isin(Content(r),Before(r)) = Equal(After(r),Before(r))

Q.£.D.

In other words, the contents of a report is in the data base, if and
only if the state of the data tase is the same after the report would
be made as it is before the recort is made, i.e., reporting infor-
mation that is already in the data base leaves the state of the data
base unchanged. 0Nther essential characteristics that we would want
our data tyses to have can also be proven as theorems in a similar
wey, so v can conclude that our characterization of them is
comnlate,

2.7 Prosnectus

ke thus have complete characterizations of the basic data
types that we need for our specification of the OVS knowledge-
representation system. Further work on the HOSification of OVS would
involve the construction of a control map that would capture the
actual workings of the system, i.e., the full dynamics through which
the members of the data types interact. The construction of such a
control mzp would undoubtedly reveal further data types, operations,
and structures that would have to be specified as well, and this would
cons-i<ute 2 part of the process of constructing the control map
jtself. Trz final result would be a control map representing the
dyna—ic architecture of the 0OVS system and a set of data tyvoe,
operztion, x4 structure specifications used within the control map.

14
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The latter items could then be added to the developing HOS tibrary for
inclusion in other systens, as the need for them arises.

15
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3.0 AREAL COORDINATE SYSTEMS

Implicit in the earlier report [1] were a number of results con-
cerning the generality of the numerical encodings proposed for each of
the illustrated coordinate systems. Zero- and first-level aggregates
were shown (based on [2]) in the hexagon system to obey addition
tables in which base digits add modulo 7, while the square system with
square first-Tlevel aggregates were shown to have no suitable addition
table. Furthermore, square systems with null or uniform displacement
were shown to satisfy addition tables in which base digits add modulo
5 in the case in vhich aggregates and coding digits "climb" in oppo-
site directions and to have no suitable addition tables in the case in
which these "climb" 1in the same direction. WWork in this area since
that repart has concentrated almost entirely on trying to generalize
these resulis beyond the first level, to second-level aggregates and

beyond.

Initial work in this area focused on trying to formulate and
prove a theorem to the effect that the given coordinate systems and
their numerical encodings are completely general. First-level
arithmetic is general, in those systems in which tables exist at altl,
and an attempt was made to extract an underlying principle from the
respective tables which could be extended to higher-level aggregates.
A11 efforts in this direction proved futile and attention was then
turned to a direct examination of higher-level arithmetic in order to
see whether such a principle could be derived from the higher levels,
because of the greater perspective they might provide on the probiem
of nurerical encoding as a whole. This examination led to the disco-
very that a principle of the desired generality could not exist,
because there are counterexamples to the claim it would make on the
second level of aggregates.

The kind of problem encountered in this work is illustrated in
Figure 8. In this figure are given the zero through third level of

17 .
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Figure &: An Additive Scuzrz System with Nul) Displacement
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aggregates for a square system with null displacement in which first-
level aggregates climb downward and coding digits climb oppositely.
As we saw in the earlier report, such a coordinate system should have
a completely regular first-level addition table in which base digits
add modulo 3, and, in fact, it does, as shown in Figure 9. Given the

! first-level addition table, the encodings of the second level are
forced, and those of the third-Tevel can presumably be derived from
them. Perhaps suprisingly, the requirements of the addition force the
20 and 30 first-level aggregates to be reversed from the positions

' they would be in if their placement followed that of the zero-Tlevel
aggregates, as is the case in the hexagon system. With this
modificaticn, however, first-level addition works perfectly, in accor-
dance with Figure 9, as shown for some examples in Figure 10.

) .

Tor examdle, the addition table (plus associativity) tells us
thas 21 + 21 = 2412, and this is exactly what we find to be the case
when we check the locations 21 and 2412 in Figure 8. Similarly, the
table tells us that 22 + 43 = 310, and this, too, is verified by
checking wi<h Figure 8. Again, according to the table, 43 + 34 =
4212, and this is confirmed by a check with Figure 8.

[

n thz szcond Tevel of aggregates, the addition also works for

mos* examples, as illustrated in Figure 11. Adding 100 and 300 gives
400, according to the table, and also according to Figure 8. The
e tells us that 142 + 331 = 2433, and this is confirmed by a look

igure 8. If we try enough examples on this level, however, we

us
tab
at
eventually discover that there are also some that do not work, as

IR B T A T 4

illustrated in Figure 12. According to the table, for example, 100
plus 100 should be 2200, but Figure 8 puts 100 + 100 in the 1000
aggracate, rather than the 2000 aggregate, which we know to be
sonawhere else because of the 21 + 21 example in Figure 10.

Such ccurnterexamples to the addition table are the exception on
+his level, no* the rule, but the fact that they exist at all creates

19




+ o) 1 2 3 4

o) o) 1 2 3 4
|

1 1 22 13 24 0

2 2 13 14 O 31

3 3 24 o) 41 42
| 4 4 0 31 | 42 | 33

Figure ¢: Addition Table for the Square System in Figure 8
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(a)

3 2
14 14 14
- 5 7 2 2
21 =21 ) ) B ) |
2 2 12 2412 v 21 + 21 = 2412
(b)
27 22 22
63 T L3 T T 4B
0 310 . © 22 + 43 = 310
(c)
4 4
33 33 22
& 4 4 4
43 43 A3 42 £2
3 T3 “¥ T M M
2 2 12 4212 c 43 + 34 = 4212

Figure 10: Examples of Addition on lLevel 1
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(a)
100 109 1¢2 100
300 309 38 220
0 00 2400 : 100 + 300 = 2400
(b)
0 ¢ @
1 1 i 1
142 142 142 142 142
3 3 33 2433 ;142 + 331 = 2433
Figure 11: Examnies of Addition on Level 2
100 108 129 122
”
= 2200

0 00 2200 : 100 + 100

Figure 12: A Counterexample to Addition on Level 2
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problems for the attempt to generalize the nimerical encoding of
square coordinate systems. Saquare systems are superior to hexagon
systems in the ways stated in the earlier report, but hexagon systems
are superior in the ease with which their numerical encodings and
arithmetic on level zero can be generalized to higher levels. Square
systems could still be made useful for plane decomposition for image
processing through the introduction of ad hoc techniques to get around
the exceptions, but the optimal solution would be to figure out what
the principle is that makes the arithmetic work in those cases in
which i< does. Future research should involve further attempts to
determine this principle and develop its implications for practical

use.
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4,0 CANDIDATE FORMAL FRAMZWORKS FOR KNOWLEDGE REPRESENTATION

'3

4.1 Irtroduction

imegine a robot that has been instructed to collect samples
of all *he -hysical chjects he perceives. This visual device tells
him which ar2 “ne physical objects what is their size and shape,
textura, etc. Once he identifies a physical object, if it is small he
collects it ‘crasps) arnd outs % into a bag. If the object is big,
then he tekzs a sample of it. If there are any objects that might
brezk, they should be czrried. O%therwise, for efficiency, he can just

throw =Rz~ 2 the bag.

frother robc® sxemines the objects collected in the bag and
sifies znem by othnar gualities than size. He throws away those
which ere nzt relevani, or “hos2 zbsut which the robet is instructed
hat <they zraz uninterasiing beceuse copies of them already exist. He

-

puts the “rz2ile objects ssoarztely.

whet do these tasks ranouire? They reguire the ability *o
perceive and visually represent ohjects from the enviromment. Is pure
visual rapresentation enough? <ow does he “put" the object in the bag
situated at some distarce? This is to ask, how can he "distance" the
objects to ¢ new location? In deciding vhat to do to an object, in
order to choose its location, the robot has to know in which actions
(throwing, carrying) he can involve the object, More than that, if
the object is %oo big %o displace it unsustained, then he should cut a
piece of i+, Let us suooose that under a big rock something is
shining. Trus, the robzt whose view was captured by the shine, wants
to identify zrd tale & sz—ole ¢ *hat object. The rock on top of it
is too bic <r~ough, he czr=ot grass it, then he decides to push it.

And here s =he shininc 1i<tle cobjiect, thin, and very structured.

o

S, S‘~ce “hrowing it —ight hrezi this the robot carries it to the
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It would be very useful for the robot to know how to repre-
sent knowledge about these objects in the world in relation to the
action that can be done upon them safely. This requires more than
just 3D and 21pD representation; it requires an action-based represen-
tation of the kind we are proposing. But more than that, from this
simple example, we infer too that this action-based representation
constitutes the basis for higher-level tasks, such as resolving and
planning, and even knowledge and belief.

4.2 Xnowledge Representation

Representation theory deals with what information we need
and how it is represented in the ccmputer. Heuristics is concerned
with the structure of the oroblen-solving algorithms.

The main problem of Al is to find a good answer to the
wuestion how a computer can acauire, represent, modify, and make use

of xnowledge of the warld. In this report we review some formal fra-
meworks that show promise for being useful in representing the
knowledge acquired from vision. The problems of how this knowledge
can be acquired, modified, and made use of should be the topics of
further research.

4,3 Inference Mechanisms

The user provides a scalar measure of his reliance on each
rule, interpreted as the truth value of the implication underlying the
rule. The rule to fire is chosen among the set of rules

Ris, & =1,m,

by <aking into account the qualities of the triggers
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and +he truth values

n

ti, 1= 1,m

The choice between Ry and Rj is not streightforward when q; > g5 and
ti < tj. Then a heuristic is neeced to select the rule to fire.
Roughly speaking gj is the adequation of the rule Ry to the current
state of the data basis. So, that tj's can be used to discriminate

between “he preselected rules.

Tnexact Reascning

Nnce a rule is fixed, its consequences have to be recorded
in the data basa. Symdolically a rule is of the form pj —— Cq where

~

p; is *he instantiated <rigger and 7; the instantiated consequence.

Two situations are possihle: z-values different from 1 are

allcwed or not *to quali€y the ztons.

f1) Le* zy be *the z-value of the instantiated trigger
p; (i.e., <he concatenaticn of tha selected data); zj is calculated
through a conjunction caerator {e.ag., min) from the z-values of the
atoms vhich are pj. Twd points of view are possible for the eva-
luation of the truth-value of the premise p; of the rule to fire Rj;:
n; is egual to zj or p; is equal o the conjunctive aggregation of
z; and q; (min(zj,95) or z3"qj) if we want to take into account the
fact that generally the selected data do not perfectly match the
prenises.

From oy and the truth-val.e t; of the rule, by means of a
detatchrent operator * [linked *o the multivalent implication
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implicitly chosen to make pj—scj) @ lower bound by * t; of the

truth-value c; of the consequence C; is computed. All the instan-
tiated atoms, present in the new data built from the consequence,

receive Cj as a z-value.

2) Without z-values

If there is no explicit z-value in the system it means
z; = 1; then the computed c;, which is not necessarily 1, is used to
validate or invalidate the selection and the consequences of the rule
under consideration. If no rule in the preselected subfamily yields a
significantly large cj, the system fails.

Aoplication of Zadeh's Theory of Approximate Reasoning.

Zaceh has developed the following reasoning pattern:
X ois Af

if ¥ is Ay, then Y is B1.+.Ry

if X is A, then Y is Bp...Ry

Y is B'
where A;, A', B;, B', are fuzzy sets on the universes of discourse U,
V, U', V' respectively. Aj, A;' qualify an attribute of X, Bj, B’
qualify an attribute of Y. The membership function of B' is calcu-
lated by

M3+ (V) = sup min < Mp(u),

max {~in{1, 1-MAi(u) + Mgi(v))), uCU, ve V.
i=1l,n
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4.4 Clustering

Suppose S is a set of n objects 07,0p,...04 . Important
are functions f that assign to every subset of S a number representing
the “homogeneity" or "compactness" of the subset. f is 0 for sets
with 0 or 1 elenents, and positive otherwise. F is the class of such
functions. A primitive k-clustering function is any member of F that
satisfies the following additional property.

By fp S1, SpC S, (S W Sp) < max {f(Sl), f(Sz)}
wherever‘ S17 5 ‘ > ke

The class of all primitive k-clustering functions is denoted by Fy,
and obviously, for k > 1, Fy C Fys1- YWhenever k > n-1, no further
restrictions are imposed by assuring Ay holds; i.e., Fp_y = F.
Although proparly A, is of major interest for the initial discussion,
a stronaer oroperty will be necessary later. Consequently, as a way
of introduction and to provide an explicit comparison to Ay, we will
call any menber of F a k-clustering function if it satisfies Fy.

Fk: Fp S1,S52 € f(Sl U 32) = max {f(Sl),f(Sz)}
whenever | S; N Sp | > k.
Property Ay defines a restriction on the compactness of a set in terms

of the compactness of its subsets. Ay as a matter of fact relates
directly to the property introduced by Jordine and Gibson as well as

. to several improtant graph-theoretical concepts relevant to the

clustering task.

Primitive k-clustering function:
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€ >R
P(f,e) the sets of subsets of S such that
Sie P(f,€) iff F(S]) < €

Prop: If feFy, then for any value of €, the distinct ele-
ments of Ppax (f, €) overlap at most k-1 objects. [Note:
Pmax’ (f, €) = those elements of P(f, () which are at composition level

€.]

Let $1,5p € Ppax(f, €) where S; # Sy and assume that Sy and
S, overlap more then k-1 elements. Then[ S1M Sy ‘3 k and since
A holds with both f(S1) < € and f(Sp) <¢ , we know f(S] U Sp) < ¢,
conseguently, S; U Sp & P(fi(€)). By construction, however
S1 © 51U Sp and Sp € S; U Sy where both inclusions are proper, and
since Sy and S, are maximal in P(f, €) we have obtained a
contradiction. -By varying € we obtain a hierarchy of sets of
subsets: For feF, and € > ¢', each element in Ppay(f, €') s a
subset of at least one element in Ppay (f, €).

A hierarchy of sets of subsets is defined by f as ¢ varies
from 0 to + « . The collection Ppax(f,0) contains only the single-
element subsets, and for € sufficiently large, Ppax(f, € ) contains
only S. In a fixed value of €, the subsets develop less then k ele-
ments whenever fc Fi; and thus any function that satisfies Ay may be
used to generate a subset hierarchy with the stated overlap property.
Clearly for k = 1 a partition hierarchy is obtained, and the
constructed sequence of subsets is actually a sequence of partitions.

REMARK: The problem of hierarchical clustering can be
characterized by the construction of a hierarchy of sets of subsets;
furthermore from my point of view, such a construction would be effec-
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tuated through a function feF, or if overlap is desired, through

fCFk.

4.5 Demons

These are procedures which are activated and executed by the
successive appearance ¢of certain assertions in the image descriptions
or current conceptual database. An essential feature of demons is
that the descriptions are continually condensed by the abstraction
process: descriptions grow in depth rather than in Tength.

[ R]

FAUDLC.  DOITE N ACaog

(R SN e e

SET OF CONC

TVoE RzL

[

Backward, Foreward,
Sideways, Around, Over,

Betwean the orientation and
trajectory or axis of an

objesct. Clockwise, Counter-clock-
wise.
2 Between the trajecitory cf an Down, Up, North, South,

object and fixed world Fast, West.

directions.

Across, Against, Along,
Apart, Around, Away, Away-
fron, Behind, By From, In,
Into.

3 Changing between objects.

0ff, Out-off, On, Onto,
Over, Through, Together.

4 Indica“ive of sgurce and Away-from, in-the-direction-
targe*. of, in, out, toward.
5 Between the path of an cbject After, Ahead-of, Along,

and o4her (moving) objects.

Apart, Together, With

3etw2en an event and previous
ayens,

Back and Forth, To-and-Fram,
Up-and-Down, 3ack, Through.
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4.6 Semantic Nets

Computer programs which exhibit knowlege of the real world
when interacting with their users must include powerful mechanisms to
represent that knowledge. The greater our demands are for a program
to make subtle distinctions, to model its own and other's
undarstanding, and to incorporate new knowledge from its past
interactions, the greater are the demands on knowledge
representations.

DATA TYPE: The dominant data type of successful symbol
mazripulation programs has been the expression - a tree of
subexoressions with no back pointers. Lisp lists are such
expressions, as are oroduction rules and predicate-calculus well
formez formulas. For more sophisticated representations, we usually
(a) yse more complex deta structures than the tree, (b) maintain uni-
gue s<ructures (c) define a semantics to supplement the criteria of
wzll-“ormedness. These three techniques are the hallmark of semantic
retsorks {Sh). A typical semantic network consists of uniquely repre-
senzed nodes inined by arbitrary links. This is too general to be of
any use to the system builders. Much more restrictive conventions are
recessary to constrain the semantics of semantic networks, to make
the~ use rmore systematic, more meaningful. We need to think of SN

ith rmore structure as to allow a well understood semantics. I1f we
can manage to inherit the well understood semantics of first order
logic. We are in a good position to make use of the beneficial
feazures of that logic. This opens up the possibility of fast proof-
prccedure implementation, for example.

The networks we shall deal with are acyclic interconnections

0f “nnits, nutouts and gates by means of wires. A network with n
fngctsoard r ooutputs computes m Boolean function of n arqguments.
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b1(x1.eesXp) = 71

ba(X]seeesXn) = Zg

The gates cf a network are the copies of the jobs in a finite basis.
With each element in the basis we associate a number called its cost
and with each network n we associate a number L(n) called its cost,
which is the sum of the cos*t of the gates it contains. Let b be a
function in 87, L{b) is the minimun of L(B) over all networks that
conpute b,

SSMANTIC INFCRMATION THEAT CAM B USZD IN SN:

3
VISIBILITY DETERMINE FROM THE IMAGE SEQUENCE

2

CCATION
CRIZNTATION
SITE

The events are also nodes in the semantic networks.

todes in Description mode
Lhodes in Category mode

—— e —— e

''ndes in Function mode

(A1

ach chject is potentially the Agent in an event node, or

Q
(84

hiect. L seou

(3]

~ce of avent ncdes forms a history of movement of an
1

object; only the letest node in the seguence is active.
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DEFINITION:

SUBJECT: An object which is exhibiting movement.

4,7 Boolean Algebras

A Boolean Algebra is a structure (BA/J\*,OB,]§> consisting
of & set B, two binary operations, V,A and one unary operation * on B,

and two designated elements Og, lg of B satisfying the following
conditions: for any x,y,z b,

xVy = yVx xAy = yAx

xVy = x xAx = x

(xVy)Ay =y (xAy)Vy =y

(xVy)Az = (xAz)V (yAz2) (xAy)Vz = (xVz2)A(yV2)
xVx* = Tp xAxx = Og

0 # 1g

e shall write, for the convenience of the notation. 0 for
0o znd 1 for 1y, and B for the underlying set of the Boolean objects.

A binary relation < on B is defined by
X<y @x/\y = X -
or ezuivalently xVy = Y.
The relation < is a partial ordering in B, called the

net.rel carziel ordering. 0, 1 or the least and the largest element:
xV: “ne susrenum, and xAy is the infimum, of {X,¥}e.
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Sy,
QEMARY:

A ooolean algedbra B is iscmorphic to the algebra of all
closed-and-coen subsets of a suitable topological space.

A non-empty subset of B is called a subalgebra of B if it is
closed under tne operations V,A,* in B.

L homomorphism of one Boolean algebra B into another B' is a
map h: 88" such that for all x,yeB, h(xAy) = h(x)An(y),
n(xVy) = hix)Vh(y) and h(x*) = h(x)*. h must be order-preserving,
f.2., x <y = h{x) < h(y) for any x,yeB.

Lrozutomorphism of 8 is a one-to-one homomorphism of 3 onto

. Thz ¢o2llection of all zu<or-orphisms of B forms a group under

-
ot
wn
e
—t
1

ccrzosition: this greup is called the group of automorphisms

—h
C
3
(]
<t
-
(@]
3

Q
~h
a2
.

4 filter in a 300lean algszdra B is a non-empty subset Fp of
3 such that

() x ¢ F, 'x_<y =8 @yEF
(2) x, v ¢ F;::b'xﬂy G
(2Y 0 ¢ F.

A filter F which satisfies, for any x B,
(¢) x e For x*eF
is an ultrafilter.

Tre language set tneory is a first-order language L with

of
equali<y which also includes a binary rredicate symbol ¢

(o8 ]
(8]
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("rembership"). The variables of the language, vj...v,, range over
se*s. hwe also have classes, the term {x: ¢(x)} means "the class of
a1l x such +that O(x)". ‘e assume that classes satisfy Church's schema

Vyiye x: 0{x) 1= 0(y)}

s
)

Boolean functions: Complexity of Comnuting a Function with

a "etyork.

Let 8 = £0,1, where 0 is "false,” and 1 stands for "true."

BT ‘5 “he 32t ¢f lists of leng*n n over B. The elements of BN are
called coints. A Boolean function of n arguments is a function from
el <~ 9 -

Let us danotz with &M the set of all such functions. D, is the number

/

of zafnis {1587 and ¢(n) is the number of functions ingg"

Cp “s *the infcrmation content of a function inggM in the sense that
functicns iqﬁ%?” can be assigned binary codewords of length Dp.

By ;éé;”} w2 note the complexity of computing an arbitrary function in

e; Fwitn 2 newwark. Following Shannon, Luponov showed that

L) =21 {1+C[T0g 0\

— ———

n n

wharz £ i3 2 27-stant that depends in a known way on the definition of

ot

he "natwark" adopted.
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This framework is equivalent to

L™ = ¢ Dy Uf1og log Dy
1og Dp, 1og Dp

or, obviously, to

Lf%y”) = P log ¢(n) U log log log ¥(n)
log log ©{n) Tog log ¢ (n)

where U (--) deontes a factor of the form expO(--).
4,2 Franes

£ basic aim of man living in the world is to "make sense of
it," to understand where he is, to zerceive the situation in which one
haprens %o be, =0 interpret it, to make decisions about what he needs
to do. Thus, whenever one encounters a new situation, he must be able
to select fron remory a remanbered framework and adopt it to fit

reality by changing e ‘2w details.

“insky proposes the conca2ot of frame as a basic data struc-
ture for ranresenting knowledge ahbout real-world situations. This
hyrothesis is that one represents in memory a number of stereotyped

. situations, which are adapted to the real, actual situations. £Each

frame has attached to it some information about its use and about what
can be expected next or what to do if the expectations are not

confirmed.

Soughly we can think of a frame as a set of nodes and
relations, that form a hierarchical structure. The top level is fixed
and conteins information which is always done about the supposed
situyaticn. The lower levels have slots (terminals) which must be
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filled with data specific to the real situation. Usually the slots
are specific to the conditions its assignments must meet. The simple
concditions are markers like the requirement for being a person, or
fem2le, etc; sometimes the assignments themselves are simple frames.

A collection of related frames constitutes a frame system.
In z frame system the different frames represent different viewpoints
of “he sane situation or object. Several frames may share the same
tar7inals which corresponds to the fact that different views have the
sam2 “eatures perceived in different views.

The cacision vhether a proposed frame is suitable is made by
a rztching orocess controlled by one's current goals and by infor-

mation gtteched to the frame. Thus, to apply a frame, one has to go
“nrouzh the following steps:

f1) Partial information. Based on the partial evidence or

axpectation, a frame is evoked.
{2) Current agoal. A 1ist of current goals is used to
dacide which terminals and conditions must be made to

~atch reality.

(3) Vvalue assignment. The terminals that cannot retain

their default information need to have new values
assigned based on current information.

.
I
~—

iransfer of control. If a transformation should

happen, then the initial frame would transfer control
0 the appropriate other frame of the Frame-System.
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4,10 Prospectus

These are the knowledge-representation frameworks that seem
to us to be potentially useful in dealing with the various subclasses
of image-Zaerived information that might become relevant to OVS.
Budgetary ccnsiderations prevented a thorough comparison and eva-
Tuation of the frameworks, but further work could focus on carrying
out such an evaluation, with prioritization decisions made as to their

actual incorporation into 0OVS.




A - —r
RESERENCES
(1] vaina, L. and S. Cushing, “Foundation of a Knowledge

(2]

Pepresentation System for Image Understanding", TR-27, Higher
Order Software, Inc. Cambridge, MA, October 1980.

Lucas, D., P. Steinfeld, and J.W. Anderson, "System X User's
“anual", Martin Marijetta (oroorietary, used with permission),
Nc-ober 1278,




